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Abstract: To improve the accuracy and interpretability of personalized teaching
recommendations in primary and secondary school settings, this paper proposes a teaching
recommendation model that integrates behavioral modeling and cluster analysis. This model
first uses a bidirectional long short-term memory (Bi-LSTM) network to model students'
learning behavior sequences to capture the dynamic changes in their learning process. It then
introduces an attention mechanism to focus on key behavioral segments and generate
recognizable individual feature representations. Finally, K-Means clustering is used to
construct student learning profiles, enabling hierarchical resource recommendations.
Experimental results demonstrate that this model outperforms comparative methods across
multiple evaluation metrics (Precision, Recall, and NDCG), demonstrating superior
recommendation performance and clustering quality. This research provides effective
insights for implementing lightweight and scalable intelligent teaching recommendation
systems and lays the foundation for the implementation of Al applications in education.

1. Introduction

In recent years, with the continuous advancement of educational informatization and the rapid
development of artificial intelligence (Al), personalized instruction has gradually become a key
direction for reform in basic education [1]. Compared to traditional teaching methods that rely on a
unified schedule and resources, personalized instruction emphasizes a student-centered approach,
implementing differentiated teaching strategies based on their knowledge base, cognitive style, and
learning trajectory [2]. Faced with the increasing abundance and diversity of student behavioral data,
how to effectively leverage Al to mine individual characteristics and accurately match teaching
resources has become a key topic in current educational technology research [3]. However, the
practical application of existing personalized recommendation systems in basic education settings
still faces many challenges, such as limited ability to model student behavioral characteristics, a lack
of dynamic and interpretable recommendation results, and difficulty adapting to the complex
demands of teaching scenarios [4].
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To address these issues, this paper proposes a personalized teaching recommendation model that
integrates an attention mechanism with cluster analysis. This model takes multidimensional student
behavior sequences as input. It first uses a bidirectional long short-term memory (Bi-LSTM) network
to model the temporal characteristics of students' learning processes, capturing their learning rhythm
and behavioral evolution patterns. It then introduces an attention mechanism to weightedly extract
representative key moments in the behavior sequence to construct more expressive individual
embedding vectors. Furthermore, it uses a K-Means clustering algorithm to profile student groups,
generating interpretable learner category labels that drive tiered recommendations of personalized
teaching resources. The synergistic effect of the model's various modules not only improves the
alignment of recommended content with student needs but also demonstrates strong scalability and
practical adaptability.

The main contributions of this paper are as follows: First, we construct a teaching recommendation
framework that integrates time series modeling, attention extraction, and behavior clustering,
enabling automated modeling from learning behavior to teaching intervention. Second, we conduct
an empirical analysis of the model on a public educational behavior dataset, verifying its performance
advantages in recommendation accuracy and clustering effectiveness by comparing it with existing
typical methods. Third, by combining the attention weights and cluster center characteristics of the
recommendation process, we conduct a visual analysis of the recommendation logic, providing
decision support for teachers and education administrators. This research is expected to provide a
lightweight, explainable, and deployable algorithmic paradigm for the implementation of
personalized teaching models in intelligent education scenarios.

2. Related Work

Personalized instructional recommendations, a key branch of intelligent education, have garnered
widespread attention in recent years [5]. Early instructional recommendation systems were mostly
designed based on rules or collaborative filtering, relying primarily on static student information
(such as basic grades and course preferences) to match content [6]. While simple to implement, these
approaches struggle to capture dynamic changes in students' learning processes, and their
recommendations lack real-time performance and adaptability [7]. To improve the generalization and
personalized responsiveness of these models, researchers have begun incorporating machine learning
and data mining techniques to construct data-driven instructional recommendation models [8]. For
example, some researchers have used matrix factorization to construct a student-resource rating
matrix and latent factor modeling to implement recommendations [9]. However, these approaches
often ignore the temporal dimension and behavioral sequence information, making them unable to
address short-term interest fluctuations and the dynamic evolution of learning paths [10].

To more accurately characterize student learning behavior sequences, sequence modeling methods
have been widely adopted in personalized instructional recommendation tasks in recent years [11].
Among them, LSTM, due to its excellent sequence memory capabilities, has become a mainstream
tool for learning behavior modelling [12]. Compared to traditional RNN structures, LSTM is better
at capturing long-range dependencies and is suitable for processing educational data such as question-
answering sequences, homework trajectories, and resource click records [13]. Furthermore, Bi-LSTM
can simultaneously consider forward and backward information flow during modeling, effectively
improving sequence representation capabilities [14]. However, LSTM itself still suffers from
information dilution when processing long sequences. Therefore, researchers have introduced an
attention mechanism to enhance the model's focus on key behavioral segments. This attention
mechanism not only improves the model's representational accuracy but also enhances its
interpretability, facilitating the tracking of recommendation rationales during instructional
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interventions [15].

In addition to behavioral modeling and feature extraction, effective matching and distribution of
personalized teaching resources is also a key research direction. Some current research attempts to
construct student profiles using clustering algorithms, grouping students with similar behavioral
characteristics into similar groups and recommending resources based on group center features. K-
Means, a classic unsupervised clustering method, is widely used in educational profile modeling due
to its high computational efficiency and strong interpretability. By inputting the learned behavior
vectors after attention enhancement into K-Means clustering, classification quality can be improved
to a certain extent and structured support can be provided for subsequent recommendations. In recent
years, some research has used clustering results as a basis for teaching intervention, enabling layered
content push and resource recommendations. However, most work remains focused on clustering
itself, with relatively crude integration of recommendation modules. In summary, a recommendation
framework that deeply integrates time series modeling, attention mechanisms, and cluster analysis is
still lacking. Building on this foundation, this paper proposes a unified modeling approach to achieve
more accurate, dynamic, and interpretable personalized teaching recommendation services.

3. Methods

This paper proposes a personalized teaching recommendation model that integrates behavior
sequence modeling, attention mechanisms, and cluster analysis. The overall architecture consists of
four main modules: a behavior data encoding layer, an attention feature extraction layer, a cluster
modeling layer, and a recommendation generation layer. These modules work together to achieve
accurate modeling of student behavior data and intelligent distribution of recommended resources.
The model structure is shown in Figure 1.
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Figure 1: Overall methodological framework
3.1 Learning Behavior Sequence Modeling: Bi-LSTM
Let each student’s learning behavior data be represented as a time series X = {xy, x5, ..., X7},

where x, € R% denotes the feature vector of learning behavior at time step t (such as question
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response time, correctness rate, video progress, etc.), and T is the sequence length. We use a Bi-
LSTM to encode the behavioral sequence.

The forward and backward hidden states are denoted as Et and Et, respectively. The final output
at each time step is obtained by concatenating both directions:

h =[h;h]eR” (1)

Where [ ; | denotes the concatenation operation, and h is the hidden size of the LSTM. After
encoding, we obtain the contextual representation of the entire sequence as H = {h4, h,, ..., hy}.

3.2 Key Behavior Focusing: Attention Mechanism

Since not all time steps in a student’s learning behavior sequence contribute equally to learning
performance, an attention mechanism is introduced to assign different weights to significant
behavioral moments. This mechanism enables the model to focus more on the critical interactions
that reflect learning intent or cognitive change.

In this study, we adopt the additive attention mechanism (Bahdanau attention) to compute the
importance score at of each time step. The attention weights and aggregated representation are
computed as follows:

e =V’ tanh(W,h +b,), o, = TeXpA (2)
S expe,)
= 2an 3)

Here, W, € R%*2" p, € R% , and v € R% are trainable parameters; e, represents the
unnormalized attention energy of the t-th hidden state; a, denotes its normalized attention weight;
and r € R2" is the final aggregated representation vector that captures the overall behavioral
embedding of the student.

Through this attention-based weighting, the model can emphasize meaningful behavioral events
(e.g., conceptual transitions, task completion patterns) and suppress noise from redundant or less
informative steps, thereby improving the interpretability and efficiency of the personalized
recommendation model.

3.3 Student Group Modeling: K-Means Clustering

To enhance the interpretability and structural organization of personalized teaching
recommendations, this study employs K-Means clustering on the attention-based representations of
students. The goal is to identify latent learning patterns and group students with similar behavioral
characteristics, enabling differentiated teaching resource recommendations across clusters.

Let {ry, 7, ..., 7y} denote the set of attention-enhanced embedding vectors obtained from the
previous stage, where each r; € R?" represents the behavioral embedding of the i-th student, and N
is the total number of students. K-Means aims to partition these representations into K clusters
{C;,C,, ..., Cx} by minimizing the intra-cluster distance while maximizing inter-cluster separation.
The optimization objective is formulated as:

N
[’cluster = Z"rl - Czi
i=1

2

(4)
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Where c,, denotes the centroid of the cluster assigned to the i -th student, and z; € {1,2, ..., K} is

the cluster label. The algorithm iteratively updates the cluster assignments and centroids until
convergence, as shown below:

C = 1 >or, z=argmin |l r—cIP (5)
1Cy i<,

Through this clustering process, students exhibiting similar temporal learning dynamics and
behavioral patterns are grouped together. The resulting clusters can serve as interpretable learner
profiles that provide the basis for group-level personalized recommendation, where each cluster
corresponds to a specific learning style or knowledge mastery level. Consequently, this approach
bridges the gap between individual modeling and group-based teaching decision-making, supporting
scalable deployment in intelligent education systems.

3.4 Personalized Teaching Recommendation Strategy

Based on the cluster labels obtained in the previous stage, this study designs a lightweight and
interpretable cluster-driven personalized teaching recommendation strategy. The key idea is to
associate each cluster with a set of matched educational resources and, for each student, retrieve the
most suitable content from the resource pool according to their cluster affiliation.

Let the teaching resource pool be defined as R = {ry,7,, ..., 7y}, Where each r; represents a
learning item such as a practice problem, instructional video, or interactive task, and is associated
with a feature vector f; € R4. For a given student i,their assigned cluster centroid ¢, is used to
calculate similarity scores with each resource in the pool using cosine similarity:

c -f.
SCOre(rj) = COS(Ck, fl) = H Ck”” ;: H (6)
k i

The top K items with the highest similarity scores are selected as the personalized recommendation
list
R =TopK ({Score(r;)| r, e R}) (7

]

This method ensures that students within the same cluster (i.e, with similar learning behaviors and
needs) receive differentiated but relevant learning materials. Compared to individual-level
recommendation based on sparse behavior data, the proposed strategy improves scalability and
robustness while maintaining reasonable recommendation accuracy.

In practical deployment, resource tagging and embedding can be done based on domain knowledge
(e.g, topic tags, difficulty level) or via content feature encoding (e.g., TF-IDF for text, ResNet/CNN
for visual content). The system also supports regular updates to clusters and resource representations
to accommodate changes in student learning behavior over time.

4. Experimental Design

To validate the effectiveness and practicality of the proposed model in the real-world task of
personalized instructional recommendations, this paper conducted systematic experiments on a
simulated educational behavior dataset. The model was evaluated primarily across three dimensions:
recommendation accuracy, clustering effectiveness, and model interpretability. The model was then
compared with several existing baseline methods.
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4.1 Experimental Objectives

This experiment aims to answer the following key questions:

Does the proposed bi-Istm + attention + k-means model outperform traditional recommendation
methods in terms of recommendation accuracy?

Does the attention mechanism provide significant performance improvements in learning behavior
modeling?

Are the clustering results well-structured and interpretable, supporting effective hierarchical
recommendation strategies?

4.2 Dataset Description

Due to privacy restrictions on real-world elementary and middle school behavioral data, this paper
constructed a simulated dataset that approximates real-world teaching scenarios to evaluate the
model's behavioral modeling and recommendation capabilities. The dataset includes the following:
Number of students: 300; Behavior sequence length: approximately 50-100 behavior records per
student; Behavior feature dimensions: Answer time (seconds); Answer result (correct/incorrect);
Assignment completion rate (percentage); Video viewing time; Page dwell time; Teaching resource
pool: 200 resource items (questions, explanation videos, worksheets, etc.), each with a label vector
(difficulty, type, theme, etc.).

In addition, to ensure the generalizability and reproducibility of the experiment, this paper also
conducted additional validation on the open educational behavior dataset ASSISTments.

4.3 Experimental Setup

Model Training: LSTM Hidden Units: 128; Attention Dimension: 64; Number of Clusters: K =5
(determined by Silhouette Coefficient Tuning); Optimizer: Adam; Learning Rate: 0.001; Batch Size:
32; Recommendation Settings:

Top 5 resources recommended for each student

Recommendations are matched based on the cosine similarity between cluster centers and resource
features; Cluster Initialization: Randomly initialize multiple times and take the best result.

4.4 Comparison Method

To verify the effectiveness of this method, we set up the following comparison model, as shown
in Table 1:

Table 1: Algorithm Parameters

Method Name Description
Random Randomly recommends 5 resources as a baseline.
K-Means + CF Collaborative filtering method based on cluster labels.

Uses only Bi-LSTM for behavior modeling without attention
mechanism.
Generates features with attention and feeds them into a multi-
layer perceptron for recommendation.
Bi-LSTM + Attention + K-Means integrated recommendation
framework.

Bi-LSTM (No Attention)

Attention + MLP

Proposed Method
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To comprehensively measure recommendation quality and clustering effectiveness, this paper uses
the following metrics:
Precision: The proportion of recommended resources that match actual resources of interest.

|Recommended,, N Relevant]| (8)

Precision @ K=
@ K

Recal: The extent to which the recommended resources cover actual resources of interest.

|Recommended,, N Relevant]|

Recall @ K=
|Relevant]|

(9)

Normalized Discounted Cumulative Gain (NDCG): This evaluates recommendation quality based
on ranking.

NDCG@K=— L3 271 (10)
IDCG @K 4= log, (i+1)
Silhouette Coefficient: This measures the degree to which clusters are densely packed and sparsely
packed.

b -4
5= max(a,,b,) (1)

4.5 Experimental Results and Analysis

To comprehensively evaluate the performance of the proposed model in the personalized teaching
recommendation task, this paper conducted experiments from three perspectives: recommendation
accuracy, clustering effect, and model interpretability. The results were then compared with various
comparative models.

Table 2 shows the main evaluation metrics of different models in the Top-5 recommendation task
on the dataset, including Precision, Recall, and NDCG. It can be seen that the proposed method
outperforms other compared methods in all indicators.

Table 2: Comparison of recommendation performance of different models

Method Precision@5 Recall@5 NDCG@5
Random 0.108 0.134 0.152
K-Means + CF 0.184 0.236 0.265
Bi-LSTM(No Attention) 0.217 0.262 0.304
Attention + MLP 0.233 0.281 0.325
Proposed Method 0.271 0.318 0.362

Compared to the baseline collaborative filtering method (K-Means + CF), the proposed model
improves Precision by approximately 47%. Compared to the Bi-LSTM model without attention,
adding the attention mechanism enables the model to capture critical behaviors and enhance
contextual modeling. Moreover, the improvement in the NDCG metric indicates that the
recommendation results are better ranked, and more accurately reflect students’ preferences.

Figure 2 shows a comparison of the silhouette coefficients of different models after learning
behavior embeddings for clustering. The proposed model performs best in terms of clustering
structure, with a silhouette coefficient of up to 0.573, which is significantly better than the result of
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direct clustering using the original behavior vector.
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Figure 2: Clustering silhouette coefficient comparison

This shows that the Attention mechanism introduces a stronger clustering structure when
generating student behavior representations, allowing students with similar behavior patterns to be
clustered together more accurately, thereby supporting subsequent precise recommendations.

To further validate the importance of the attention mechanism and clustering module in the overall
model, we conducted ablation experiments, removing both the attention and k-means modules for
comparison. The results, as shown in figure 3, show that without the attention mechanism, the model's
recommendation performance significantly deteriorates. While the direct point-to-point
recommendation strategy, after removing the clustering, performs reasonably well, it lacks scalability
and hierarchical adaptability.
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Figure 3: Ablation experiment analysis

This analysis result fully demonstrates that the Attention module is crucial for capturing key
learning behaviors, while the clustering strategy brings structured scalability to personalized
recommendations. Together, the two provide a dual guarantee for model performance and
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interpretability.
5. Conclusion and Outlook

This paper addresses the challenges of behavioral modeling and learning profile construction in
personalized teaching recommendations, proposing a teaching resource recommendation model that
integrates Bi-LSTM, an attention mechanism, and K-Means clustering. This model effectively
extracts students' temporal behavioral characteristics, focuses on key learning processes through the
attention mechanism, and implements structured and layered resource push based on clustering
results. Experimental results demonstrate that compared with traditional collaborative filtering or
simple sequence models, this approach demonstrates significant advantages in recommendation
accuracy, clustering quality, and model interpretability, validating its potential for application in basic
education settings.

Specifically, the bi-Istm effectively captures the temporal evolution of learning behavior, the
attention module enhances the model's ability to detect key behavioral nodes, and k-means clustering
improves recommendation interpretability and system scalability. Multiple experiments demonstrate
that this model achieves significant improvements over comparable methods in metrics such as
precision, recall, and ndcg. Ablation experiments, in particular, demonstrate the critical role of
attention and clustering mechanisms in model performance.

While this work has achieved promising results, several areas warrant further exploration. First,
the current model is primarily based on single-modal behavioral data. In the future, multimodal data
such as voice, images, and classroom interactions can be introduced to further enhance the
comprehensiveness of student portraits. Second, the clustering module still uses a static modeling
approach. Dynamic clustering or graph neural networks can be considered for more flexible group
segmentation. Finally, in terms of model deployment, it can be more deeply integrated with teachers'
actual teaching processes, combining teaching evaluations with student feedback to achieve a truly
implementable and feedback-based personalized teaching recommendation system.
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