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Abstract: In recent years, financial fraud cases have been on the rise, prompting numerous 

scholars to explore relevant fields and contribute significantly to the practical oversight of 

the economy. Integrated learning models have also gained widespread application in the 

realm of financial fraud detection, proving their efficacy in identification. This paper 

provides a summary of existing research and methodologies employed by scholars. After 

reviewing pertinent literature, the Logistic Regression model, a Single Decision Tree, 

Gradient Boosting Decision Trees, Random Forest model, XGBoost model, and LightGBM 

model were selected as candidate models for studying financial fraud detection. A 

comparative analysis of their respective identification accuracies was conducted. The 

research findings indicate that across the overall detection models, the identification rates of 

all models exceed 70%. Among these, the XGBoost model exhibits the best performance, 

achieving an identification accuracy of 87.77%. From the comparative results, it is evident 

that the accuracy of ensemble learning models generally surpasses that of traditional 

classification models and basic machine learning models, effectively enhancing the 

efficiency of financial fraud detection. Furthermore, in terms of identification speed, 

ensemble learning models demonstrate advantages such as shorter processing times and the 

ability to accommodate larger datasets.

1. Introduction 

With the increase in the size and complexity of businesses, financial fraud has become a focal 

point of concern for corporate management and regulatory authorities. Combining artificial 

intelligence methodologies to develop models for the identification of internal corporate financial 

fraud provides a potent tool for enterprises and regulatory bodies[1]. This can be utilized to more 

accurately detect potential instances of financial misconduct. 
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The logistic model, as one of the early models used for identifying financial fraud, has been widely 

applied in related fields. For instance, Pearson conducted research on financial fraud behaviors of 

listed companies using a stepwise logistic regression model[2]. They found that financial leverage, 

capital turnover rate, asset composition, and company size are important factors influencing financial 

fraud among listed companies[3]. The identification results were satisfactory, correctly identifying 

the majority of fraudulent cases. Y. Wen utilized a multinomial logistic regression model to select 

high-utility variables, resulting in a model that exhibited strong statistical significance and 

identification capabilities[4]. H. Jin established support vector machine and logistic regression 

models for financial fraud detection, evaluating their capabilities by analyzing identification 

efficiency[5]. Beneish, based on the logistic regression method, introduced innovative theory from 

the field of mathematics, specifically Taylor expansion, to create a nonlinear principal component 

logistic regression model. This addressed limitations imposed by linear assumptions and innovatively 

explored model setups that align better with patterns of financial misconduct. Spathis and 

Charalambos T constructed a model based on principal component analysis and logistic regression 

principles, demonstrating commendable scalability and accuracy. Their model holds instructive 

significance for real regulatory monitoring and preventive measures[6]. 

In recent years, the application of machine learning models has gradually garnered attention from 

scholars. Ys A and other researchers have combined traditional financial features with knowledge 

graph models, considering the interrelated information among various financial indicators. Research 

indicates that incorporating correlated information into financial feature representation significantly 

enhances the classification performance of SVM and K-NN models, yielding superior identification 

outcomes compared to decision trees and logistic regression[7]. W. Xu (2015) primarily employed 

classification algorithms to construct financial fraud detection models. Three single classifiers, 

namely C4.5, Bayesnet, libsvm, as well as two ensemble learning algorithms, Adaboost and random 

forest, were employed in model construction. Ultimately, the random forest model emerged as the 

optimal choice for achieving the best classification results. J. Zhang (2021) collected data 

encompassing 4 non-financial indicators and 26 financial indicators[8]. Employing methods like 

normality tests and factor analysis on the financial indicators, 6 common factors were extracted as 

identification signals. A data mining model was established, and the effects of neural networks, 

decision trees, and SVM models were compared. This led to the creation of a comprehensive 

identification model with higher credibility[9]. 

The paper provides a comprehensive summary of existing research and methodologies. After 

conducting a thorough review of relevant literature, we selected the Logistic Regression model, 

Single Decision Tree model, Gradient Boosting Decision Tree model, Random Forest model, 

XGBoost model, and LightGBM model as candidate models for studying financial fraud 

detection[10]. We conducted a detailed comparison and analysis of these models in terms of their 

accuracy in fraud identification. The research findings indicate that all models achieve a recognition 

rate of over 70% in the overall detection framework. Particularly, the XGBoost model stands out with 

an impressive accuracy of 87.77%. Comparative results demonstrate that ensemble learning models 

generally outperform traditional classification models and basic machine learning models in terms of 

accuracy, significantly enhancing the efficiency of financial fraud detection. Furthermore, in terms 

of recognition speed, ensemble learning models exhibit advantages such as shorter processing times 

and adaptability to larger datasets. 

2. XGBoost model 

XGBoost (eXtreme Gradient Boosting), in the Kaggle Higgs Boson Signal Recognition 

competition, garnered significant attention from participants and scholars due to its accurate 
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identification results and impressive recognition efficiency. The development of this algorithm is 

based on a gradient boosting framework, with the optimization focusing on eliminating the step of 

calculating coefficients for the weak learners during the iterative process[11]. 

XGBoost is an addition expression consisting of k base models:  

ŷ𝑖 = ∑ 𝑓𝑡(𝑥𝑖)

𝑘

𝑡=1

(1) 

Where 𝑓𝑘 represents the k-th base model and 𝑦̂𝑖 represents the predicted value for the i-th sample. 

The loss function can be expressed using the predicted value 𝑦̂𝑖 and the true value 𝑦𝑖:  

𝐿 = ∑ 𝑙(𝑦𝑖 , 𝑦̂𝑖)
𝑛

𝑖=1
(2) 

Where, 𝑛 is the number of samples. 

The XGBoost algorithm is built upon the principle of optimizing a structured loss function, with 

the regularization term serving as a crucial component within the loss function during the 

optimization process. This aids in optimizing the weak learners while directly calculating the first and 

second derivatives of the loss function. Additionally, mechanisms like pre-sorting and weighted 

quantile are introduced, greatly enhancing the algorithm's utility[12]. 

The following is the algorithm flow:  

1) Initialize the predicted values for each sample. 

2) Define the objective function. 

The performance of the model can be assessed through bias and variance. Bias is derived from the 

magnitude of the computed loss function, and inevitably, low variance corresponds to a simpler model 

with simpler outcomes. Therefore, a reasonable objective function is composed of the loss function 

𝐿 and a regularization term Ω aimed at reducing the complexity of the model:  

𝑂𝑏𝑗 = ∑ 𝑙(𝑦̂𝑖 , 𝑦𝑖)
𝑛

𝑖=1
+ ∑ 𝛺

𝑛

𝑖=1
(𝑓𝑖) (3) 

Where Ω(𝑓𝑡) represents the regularization term. 

𝛺(𝑓𝑡) = 𝛾𝑇𝑡 +
1

2
𝜆 ∑ 𝜔𝐽

2

𝑇

𝑗=1

(4) 

𝑇𝑡 represents the weights on the individual leaf nodes of the decision tree, while 𝛾 and 𝜆 are pre-

defined hyperparameters. After introducing the regularization term, the algorithm will favor relatively 

simpler yet high-performing models by considering the regularization factor. The regularization term 

is employed within the model to curtail overfitting of the classifier 𝑓𝑖(𝑥) during each algorithm 

iteration, but it does not play a role in the final ensemble model. 

3) Taylor expansion of the objective function 

The Boosting model builds upon forward additive steps, where at the current step 𝑡, the final 

prediction for the i-th sample 𝑥𝑖 when introduced into the model is given by:  

𝑦̂𝑖
𝑡 = 𝑦̂𝑖

𝑡−1 + 𝑓𝑡(𝑥𝑖) (5) 

Where 𝑦̂𝑖
𝑡 represents the predicted values provided by the model at step t-1, which effectively act 

as constants during the t-th prediction. 

During the t-th model prediction, 𝑓𝑡(𝑥𝑖) represents the new model to be incorporated in that 

prediction. Substituting 𝑦̂𝑖
𝑡 into the objective function leads to further simplification. 
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𝑂𝑏𝑗(𝑡) = ∑ 𝑙(𝑦̂𝑖
𝑡 , 𝑦𝑖) + ∑ 𝛺(𝑓𝑖)

𝑛

𝑖=1

𝑛

𝑖=1

= ∑ 𝑙(𝑦̂𝑖
𝑡−1 + 𝑓𝑡(𝑥𝑖), 𝑦𝑖) + ∑ 𝛺(𝑓𝑖)

𝑛

𝑖=1

𝑛

𝑖=1

(6) 

From the above equation, it is evident that optimizing this objective function is tantamount to 

solving for the current 𝑓𝑡(𝑥𝑖). In each iteration of the XGBoost system, a new decision tree is 

constructed, with its specific construction based on the differences between the previous predicted 

values and the true values, also known as residuals. As for the aforementioned objective function, 

according to the Taylor formula: 

𝑓(𝑥) ≈ 𝑓(𝑥0) + 𝑓′(𝑥0)(𝑥 − 𝑥0) +
1

2
𝑓″(𝑥0)(𝑥 − 𝑥0)2 (7) 

Expanding 𝑙(𝑦̂𝑖
𝑡−1 + 𝑓𝑡(𝑥𝑖), 𝑦𝑖) around 𝑙(𝑦

^

𝑖
𝑡−1, 𝑦𝑖), the objective function can be further simplified 

to:  

𝑂𝑏𝑗(𝑡) ≈ ∑ [𝑙(𝑦̂𝑖
𝑡−1, 𝑦𝑖 ) + 𝑔𝑖𝑓𝑡(𝑥𝑖) +

1

2
ℎ𝑖𝑓𝑡(𝑥𝑖)2]

𝑛

𝑖=1

+ ∑ 𝛺(𝑓𝑖)

𝑡

𝑖=1

(8) 

Where 𝑔𝑖  represents the first derivative of the loss function 𝑙 with respect to the previous predicted 

values, akin to the term 𝑓’(𝑥0) in the Taylor expansion, and hi stands for the second derivative of the 

loss function 𝑙. 

𝑔𝑖

𝜕𝑙 ((𝑦𝑖 , 𝑦̂𝑖
𝑡−1))

𝜕𝑦̂𝑖
𝑡−1 , ℎ𝑖 =

𝜕2𝑙 ((𝑦𝑖 , 𝑦̂𝑖
𝑡−1))

𝜕𝑦̂𝑖
𝑡−1

(9) 

Since 𝑦̂𝑖
𝑡−1  is a known value during the t-th step prediction, it follows that 𝑙((𝑦𝑖 , 𝑦̂𝑖

𝑡−1)) is a 

constant, which will not affect function optimization. Thus, the objective function can be further 

expressed as:  

𝑂𝑏𝑗(𝑡) ≈ ∑[𝑔𝑖𝑓𝑡(𝑥𝑖) +
1

2

𝑛

𝑖=1

ℎ𝑖𝑓𝑡(𝑥𝑖)2] + ∑ 𝛺(𝑓𝑖)

𝑡

𝑖=1

(10) 

4) Ultimate simplification of objective function based on decision tree 

Based on the foundation of decision trees, XGBoost transforms the approach of traversing samples 

in a decision tree into the traversal of all leaf nodes to obtain optimal values. This leads to the 

derivation of:  

∑ [𝑔𝑖𝑓𝑡(𝑥𝑖) +
1

2
ℎ𝑖𝑓𝑡(𝑥𝑖)2]

𝑡

𝑖=1
= ∑ [𝑔𝑖𝜔𝑞(𝑥𝑖) +

1

2
ℎ𝑖𝜔𝑞(𝑥𝑖)

2 ]
𝑛

𝑖=1

= ∑ [(∑ 𝑔𝑖
𝑖∈𝐼𝑗

) 𝜔𝑗 +
1

2
(∑ ℎ𝑖

𝑖∈𝐼𝑗
) 𝜔𝑗

2]
𝑇

𝑗=1

(11) 

Where 𝑇 is the total number of leaves in the decision tree. 

Regarding the regularization term, it's necessary to constrain the complexity of the decision tree, 

ensuring that the weights of the leaf nodes are maintained at a reasonable level. Thus, the 

regularization term should be defined as:  

𝛺(𝑓𝑡) = 𝛾𝑇 +
1

2
𝜆 ∑ 𝜔𝑗

2

𝑇

𝑗=1

(12) 
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Therefore, the total number of leaf nodes (controlled by the 𝛾 balance) to some extent represents 

the complexity and depth of the generated decision tree. Simultaneously, the norm of the vector 

composed of weights of each leaf node (controlled by the 𝜆 balance) also holds a certain influence. 

Upon substituting the results and simplification, the objective function becomes:  

𝑂𝑏𝑗(𝑡) = ∑ [𝐺𝑗𝜔𝑗 +
1

2
(𝐻𝑗 + 𝜆)𝜔𝑗

2] + 𝛾𝑇
𝑇

𝑗=1
(13) 

Here, 𝐺𝑗 and 𝐻𝑗 are known values calculated through t-1 steps, while 𝑤𝑗 is an unknown value at 

this point. Therefore, when taking the first derivative of the objective function, it should yield:  

𝜕𝐽(𝑓𝑡)

𝜕𝜔𝑗
= 𝐺𝑗 + (𝐻𝑗 + 𝜆)𝜔𝑗 = 0 (14) 

The weight corresponding to each leaf node can be calculated as follows:  

𝜔𝑗
∗ = −

𝐺𝑗

𝐻𝑗 + 𝜆
(15) 

Thus, the final objective function is given by:  

𝑂𝑏𝑗 = −
1

2
∑

𝐺𝑗
2

𝐻𝑗 + 𝜆

𝑇

𝑗=1

+ 𝛾𝑇 (16) 

5) Build the decision tree using the Best Split Point Partitioning algorithm. 

6) Accumulate the new predicted values with the historical prediction results. As multiple decision 

trees are trained through additive training, the optimization of the objective function is performed 

step by step through iterative decision tree additions. Starting from the first tree and proceeding to 

the k-th tree, each one is optimized in sequence[13]. 

3. Data source and sample description 

The research data in this paper are sourced from publicly available information provided by the 

China Securities Regulatory Commission (CSRC) and stock exchanges[13]. The financial 

misconduct data of listed companies used in this study, along with the financial data of all listed 

companies, are exclusively obtained from the CSMAR Guotaian database. The specific sources 

include the Chinese Listed Company Audit Research Database and the Chinese Listed Company 

Financial Indicator Analysis Database.[14] 

The Chinese Listed Company Audit Research Database is a comprehensive and accurate 

professional database established based on in-depth research and understanding of audits conducted 

on listed companies[15]. It mainly comprises four sections: audit party information, listed company 

audit firms, violations, and restatement information. This database includes individual characteristics 

of Chinese certified public accountants and fundamental information about accounting firms, 

historical rankings of firms, and audit-related information of listed companies. Additionally, it 

encompasses audit violation information of both listed companies and accounting firms. The Chinese 

Listed Company Financial Indicator Analysis Database is derived from the CSMAR Chinese Listed 

Company Financial Statement Database. It involves derived calculations of authoritative and 

comprehensive financial indicators using scientific computation rules[16]. The indicators cover 

eleven different aspects of financial indicators, including solvency, disclosed financial indicators, and 

ratio structure. This database offers a more comprehensive, detailed, and intuitive understanding of 

the financial status and operational performance of listed companies. It provides vital data support 
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for researchers to conduct empirical studies in a more convenient manner[17]. 

The selected samples of financial fraud in this study are sourced from the "Violation Information 

- Listed Company Financial Violations" table within the Chinese Listed Company Audit Research 

Database. This study considers companies involved in the following financial fraud behaviors as the 

subjects of analysis, as illustrated in Table 1. 

Table 1:  Types of violations involved in financial fraud. 

Violation type Violation code 

Fictitious profit P2501 

Fictitious assets P2502 

False record P2503 

Deferred disclosure P2504 

Material omission P2505 

Mis-disclosure P2506 

Fraudulent listing P2507 

Illegal investment P2508 

Unauthorized change of use of funds P2509 

The selected sample period for this study spans from January 1, 2006, to September 30, 2021, 

encompassing a total of 761 fraud cases. Furthermore, to establish a financial fraud detection model, 

this paper selects matched samples from non-fraudulent companies for modeling. The criteria for 

selecting matched samples are as follows. 

1) Choosing a ratio of 1:3 for the selection of non-fraudulent samples is mainly due to the relatively 

low occurrence of financial fraud cases among all listed companies. To establish a more objective 

and accurate fraud detection model that yields higher accuracy, this paper adopts a 1:3 ratio for the 

selection of fraudulent and non-fraudulent samples. 

2) The matched non-fraudulent samples are selected from listed companies that are not categorized 

as ST or PT. 

3) The financial statement data of the matched non-fraudulent samples share the same time period 

as the financial statement data of the non-fraudulent companies. 

Considering the aforementioned selection criteria, this study has gathered a total of 761 fraudulent 

sample companies and 2117 non-fraudulent sample companies as research subjects, resulting in a 

cumulative dataset of 2879 financial data records. The results are shown in Figure 1. For model 

application, this paper randomly selects 80% of the data from the dataset for training purposes and 

reserves 20% as a test set for model training and identification. 
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Figure 1: The time profile of the fake sample company. 

From the time distribution graph of fraudulent sample companies in Figure 1, it can be observed 

that the number of fraudulent companies has been increasing annually from 2006 to 2021. Starting in 

2013, there was a growing gap between the number of fraudulent companies and the previous years. 

In 2020, the number of fraudulent companies reached its peak at a total of 112. According to recent 

literature on the phenomenon of financial fraud, this trend is not baseless. In recent years, incidents 

of fraud have been emerging frequently. There are several reasons for this. Looking at the overall 

economic situation of listed companies, the downward economic cycle in recent years has placed 

various pressures on these companies. Simultaneously, issues such as governance failures, 

imbalances between costs and benefits, and rigid delegation systems exist, all of which enhance the 

incentives for financial fraud. On the other hand, considering the audit situation of listed companies 

in our country, limitations in audit scope and problems stemming from rapid expansion leading to the 

dominance of audit firms, as well as unfavorable conditions for fraud detection and prevention, result 

in diminished audit effectiveness. The combination of these internal and external factors contributes 

to the growing frequency and severity of fraudulent activities. 

4. Analysis of experimental results 

4.1. XGBoost algorithm model analysis 

Before constructing the XGBoost algorithm model, the present study also carried out data 

preprocessing on a dataset of 4087 samples, resulting in a finalized dataset for the XGBoost 

identification model. In order to accurately assess the model's performance, the data was similarly 

divided into training and testing sets in a 3:7 ratio, thereby facilitating the introduction of the XGBoost 

model for training. 

Prior to model training, this study employed XGBoost for feature selection, assessing the feature 

importance of various financial indicators within the XGBoost model. The following Figure 2 shows 
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the results: 

 

Figure 2: Xbgoost Model - Feature importance. 

From the above chart (as shown in Figure 2), it can be observed that in terms of the contribution 

to the AUC metric, the XGBoost model considers the following financial indicators as having high 

feature importance: F010401A (Cash Ratio), F010601A (Operating Capital), F010301A 

(Conservative Quick Ratio), F010101A (Current Ratio), F010201A (Quick Ratio), F011201A (Debt-

to-Asset Ratio), F011601A (Equity Multiplier). Among these, the Cash Ratio holds the greatest 

influence within the XGBoost model, with a feature score of 177. This metric is calculated by 

combining cash and cash equivalents with current liabilities. Thus, it is evident that factors related to 

cash flow capability and debt scale, which impact the solvency of listed companies, exert a significant 

influence on their financial fraud behaviors. 

Based on the ranking of the importance of the above functions, the parameter settings of the 

XGBoost model are shown in Table 2 below: 

Table 2: XGBoost model parameter values. 

Argument Numerical value 

base_score 0.5 

colsample_bylevel 1 

colsample_bynode 1 

colsample_bytree 1 

learning_rate 0.3 

max_depth 6 

min_child_weight 1 

scale_pos_weight 1 

The recognition results of the XGBoost model are as follows: there are 514 correctly identified 

instances of non-financial fraud with an accuracy of 0.90, and 204 correctly identified instances of 

financial fraud with an accuracy of 0.82. The overall accuracy of the model in identifying financial 
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fraud is 87.74%, which shows improvement compared to the aforementioned models. In order to 

further enhance the precision of the model's recognition, this study continues to fine-tune the 

parameters through grid parameter tuning, aiming to achieve a higher accuracy XGBoost model. 

The optimal parameter values obtained are shown in Table 3. 

Table 3: Optimal parameter configuration. 

Argument Numerical value 

colsample_bytree 0.6 

learning_rate 0.6 

max_depth 8 

subsample 0.9 

In the XGBoost model after parameter tuning, there are 513 correctly identified instances of non-

financial fraud with an accuracy of 90.63%, and 208 correctly identified instances of financial fraud 

with an accuracy of 82.53%. The overall accuracy of the model in identifying financial fraud is 

88.14%. It is evident that the model's accuracy has improved after parameter tuning, resulting in a 

better fitting performance. 

4.2. Comparative analysis of financial fraud identification models 

Through the application of various ensemble learning models for financial fraud detection, this 

study has established financial fraud recognition models using the Logistic model, a standalone 

decision tree model, gradient boosting decision tree model, XGBoost model, and LightGBM model. 

The summarized accuracy results for these models are presented in Figure 3 and Figure 4. 

 

Figure 3:  Overall recognition accuracy. 
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Figure 4:  Distinguish manufacturing identification accuracy. 

When not considering industry-specific factors, this study initially established a dataset based on 

overall financial indicators and trained various models for recognition. The recognition rates of all 

models exceeded 70%, with the XGBoost model achieving the highest accuracy at 87.77%. It 

demonstrated the best performance in identifying financial fraud, followed closely by the LightGBM 

model with an accuracy of 87.04%, showing a marginal difference from the XGBoost model. From 

the results of the six aforementioned models, ensemble learning-based models such as Random Forest, 

XGBoost, and LightGBM consistently outperformed other non-ensemble learning models in terms 

of recognition rate. This indicates that the application of ensemble learning can effectively enhance 

the efficiency of financial fraud detection. Moreover, when considering the overall time taken for 

model recognition, ensemble learning-based models exhibited shorter processing times, showcasing 

superior performance in terms of data handling capacity and other aspects. 

When industry-specific factors were considered, this study introduced indicators to differentiate 

the manufacturing sector based on the original financial indicators, and then established various 

models. After accounting for industry distinctions, the accuracy of the single decision tree model, 

gradient boosting decision tree model, XGBoost model, and LightGBM model in recognizing 

instances improved to varying degrees. Notably, the industry factor had the most pronounced impact 

on enhancing the gradient boosting decision tree model's performance. This suggests that industry 

factors contribute significantly to the discriminative power of the gradient boosting decision tree 

model. From the results of the models incorporating indicators to differentiate the manufacturing 

sector, the XGBoost model still achieved the highest recognition accuracy. Based on this, the study 

concludes that the XGBoost model is an effective learning model for financial fraud detection, and 

its recognition accuracy is further enhanced when considering industry-specific factors. 

5. Conclusion 

After processing the data samples, we selected several candidate models for financial fraud 

detection, including Logistic Regression, Single Decision Tree, Gradient Boosting Decision Tree, 

Random Forest, XGBoost, and LightGBM models. We conducted a detailed comparison and analysis 

of these models' performance in identifying fraud. The research results indicate that within the entire 
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detection framework, all models achieved a recognition rate exceeding 70%. Particularly noteworthy 

is the outstanding performance of the XGBoost model, achieving an impressive accuracy of 87.77%. 

In comparison with the control results, ensemble learning models generally outperformed traditional 

classification models and basic machine learning models in terms of accuracy, significantly 

enhancing the efficiency of financial fraud detection. Additionally, in terms of identification speed, 

ensemble learning models demonstrated advantages such as shorter processing times and adaptability 

to large-scale datasets. 
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