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Abstract: In this paper, the decision tree method is utilized to explore the influencing 

factors of wind power generation. This paper innovatively utilizes a combination of 

clustering and decision tree algorithms for data analysis. Firstly, the samples are 

categorized into three categories, high wind power generation, medium wind power 

generation and low wind power generation using K-means algorithm. Then, a decision 

tree model was applied to each category to obtain the proportion of feature importance. 

The results show that the key factors affecting wind power generation include motor 

torque, blade angle, electrical resistance and generator temperature. Compared to the 

traditional Adaboost algorithm, the new algorithm has a mean square error of no more 

than 3% and a coefficient of determination (R2) greater than 0.78. Compared to the 

Adaboost algorithm, the new algorithm has a 2.671% lower mean square error and an 

improved R2 of 0.135, which suggests that the new algorithm is more reliable in 

predicting wind power generation. Future research directions, this study can be extended 

by considering more factors that affect wind power generation, such as wind speed, wind 

direction, and air density.   

1. Introduction 

In recent years, with the increasing prominence of environmental issues and the growing demand 

for renewable energy, wind power as a green and environmentally friendly energy source has 

attracted much attention. As an important device for converting wind energy into electricity, wind 

turbines play an important role in the optimization and improvement of energy structure. In fact, wind 

turbines have become an important trend in the future development of energy and electricity. 

However, wind turbines are often affected by environmental conditions during operation. Due to 

the combined effect of various factors, the power generation of wind turbines is unstable, especially 

in the low wind speed section, the power generation is consistently low, which has become the focus 

of attention and difficulty in the current wind power business. In order to solve this problem, the 

relevant staff urgently need to consider the factors affecting the power generation of wind turbines 

and make a series of technical improvements from these factors to increase the power generation of 

wind turbines[1-2]. 

The literature[3] based on grey correlation theory proves that turbulence intensity and rotational 

inertia are the dominant factors affecting the performance of maximum power point tracking control 

of wind turbines. In order to explore the influence factors of wind turbine power, this thesis will be 

Advances in Computer, Signals and Systems (2023) 
Clausius Scientific Press, Canada

DOI: 10.23977/acss.2023.071106 
ISSN 2371-8838 Vol. 7 Num. 11

35



based on the decision tree method. Decision tree is a commonly used machine learning method that is 

able to construct a tree structure by analyzing and learning the features in a dataset in order to predict 

or classify new data[4]. By applying the decision tree method, we can deeply explore the factors 

affecting the power of wind power generation, including but not limited to wind speed, wind direction, 

air temperature, humidity, atmospheric pressure and other factors.  

This thesis aims to conduct in-depth research and investigation on the power influencing factors of 

wind turbine by establishing a decision tree model. By analyzing and mining a large amount of 

measured data, we hope to find the degree of influence of key factors on the power of wind turbine 

and provide feasible technical improvement solutions for the wind power industry, so as to improve 

the power generation and stability of wind turbine. This will be of great significance in promoting the 

development of renewable energy as well as optimizing and improving the energy structure. 

2. Exploration of the influence factors of wind power generation power based on Decision 

Tree 

2.1 Main ideas  

In this paper, the data size is excessive and the data features are not apparent. Thus, initially, the 

clustering method is employed for dimensionality reduction. By utilizing the K-means algorithm, the 

data samples are categorized into three groups. Subsequently, decision tree regression is conducted 

for each category to investigate the impact of individual factors on wind power generation size. 

2.2 K-means Model  

 

Figure 1: K-means algorithm flowchart 

The K-means algorithm is a distance-based clustering algorithm that uses distance as a measure of 

similarity. The closer the distance between two objects, the more similar they are considered to be. 

The algorithm aims to create compact and independent clusters by selecting k initial class clustering 

centers. These initial centers have a significant impact on the clustering results[5]. 
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In the first step of the algorithm, k objects are randomly selected as the initial clustering centers, 

representing individual clusters. Then, in each iteration, the algorithm assigns each remaining object 

to the nearest cluster based on its distance from the cluster center. This process continues until all data 

objects have been examined. 

After each iteration, new cluster centers are computed. The algorithm converges when the value of 

J, which represents the evaluation index, does not change before or after an iteration. The specific 

process is illustrated in Figure 1. 

2.3 Decision Tree Model 

The decision tree is a tree-like structure that begins with a root node. It tests the data samples and 

divides them into different subsets based on the results. Each subset forms a child node. This method 

classifies data by following a set of rules, providing insights into the values obtained under specific 

conditions[6]. The specific process is illustrated in Figure 2and 3. 

 

Figure 2: Decision Tree Diagram 

 

Figure 3: Decision Tree Schematic 

The ID3 algorithm chooses attributes to test using a criterion known as gain, which relies on the 

notion of entropy in information theory. Let S be a set of s data samples. Assuming the category label 

attribute has m distinct values, define m distinct categories Ci (i=1, ..., m). Let si represent the number 

of samples in category Ci. The expected information needed to classify a given sample is calculated 

using the following equation: 

𝑙(𝑠1, 𝑠2,⋅, 𝑠𝑚) = − ∑  𝑚
𝑖=1 𝑝𝑖log2(𝑝𝑖)                        (1) 
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where pi=si/s is the probability that any sample belongs to i. Note that the logarithmic function 

has a base of 2. The reason for this is that the information is encoded in binary. Let attribute A have 

v different values {a1, a2,..., ax}. Attribute A can be used to partition S into v-enterprise subsets 

{S1, S2,...,Sy} ,where the samples in Sj have the same value ai(j=1,2,..., v) on attribute A. Let sij be 

the number of samples of class Ci in subset Sji. The full or information expectati to v-enterprise 

subsets {S1, S2,...,Sy} ,where the samples in Sj have the same value ai(j=1,2,..., v) on of the subset 

divided into subsets by A is given by the following equation: 

E(A) = ∑  j=1 (
(s1j+s2j+⋯+smj)

s
)

∗

l(s1j + s2j + ⋯ + smj)                (2) 

The smaller the entropy value, the higher the purity of subset division. For a given subset Sj, its 

information expectation is given by the following equation: 

      I(s1j + s2j+. . . +smj) = − ∑  m
i=1 pijlog2(pÿ)                   (3) 

where pij=sij/sj is the probability that a sample in Sj belongs to Ci. 

The information gain that will be obtained by branching on attribute A is given by the following 

equation: 

        Gain(A) = I(s1, s2, . . , sm) − E(A)                         (4) 

C4.5 The algorithm uses the gain ratio as a criterion for selecting attributes at all levels of the 

decision tree. 

SplitInformation(𝐴, 𝑆) = − ∑  𝑐
𝑖=1

∣𝑆𝑖∣

∣𝑆∣
log2

∣𝑆𝑖∣

∣𝑆∣
                  (5) 

GainRatio(𝐴, 𝑆) =
Gain(𝑆,𝐴)

SplitInformation(𝑆,𝐴)
                      (6) 

3. Example analysis 

3.1 Data composition and sources 

To assess the algorithm's effectiveness, the dataset includes variables such as wind speed, 

atmospheric temperature, generator temperature, rotor torque, windmill generated power, and more. 

Dataset is from a wind farm in Fuzhou, China. 

3.2 Quantitative metrics for model evaluation 

     MSE =
Σi=1

n (yi−yî)2

n
                               (7) 

       R2 = 1 −
∑  i (yî−yi)2

∑  i (yi¯ −yi)2                              (8) 

3.3 Experimental results and analysis 

First, the samples were divided into three classes using the K-means algorithm, and the 

clustering results are displayed in Figure 4. 

38



 

Figure 4: Clustering results graph 

The K-means algorithm classifies the samples into high wind power, medium wind power, and 

low wind power. 

Then, the decision tree model is used to learn each category and determine the proportions of 

feature importance. The proportions of feature importance for each category are then averaged to 

create the final plot of independent variable importance. 

 

Figure 5: Characteristic Importance Chart. 

From the figure 5, it is evident that motor_torque plays a significant role in determining the size 

of wind power, with an importance ratio of 45.300%. This is followed by blades_angle, which has 

an importance ratio of 23.400%. Additionally, resistanceo and generator_temperature have 

importance ratios of 9.7% and 9.1% respectively. The remaining indicators have minimal influence 

on wind power. 

For comparison, the unclassified samples are trained using the Adaboost algorithm to determine 

the corresponding feature importance. To evaluate the performance of the new method, Mean 

Square Error (MSE) and Coefficient of Determination (R2) are used for comparative analysis. The 

results of this analysis are presented in Table 1. 
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Table 1: Comparison among forecasting performances  

Cluster11DT            Cluster21DT          Cluster31DT             Adaboost               

MSE    R2                 MSE    R2             MSE    R2             MSE    R2 

1.107  0.86               2.926   0.78            1.688  0.821           3.778  0.725 

From Table I, it is evident that both algorithms are viable analysis methods, as the mean square 

error is below 4%. When compared to the Adaboost algorithm, the decision tree algorithm, based on 

clustering results, shows a decrease in MSE values from 3.778% to 1.688%, 2.926%, and 1.107%. 

Additionally, the R2 values have increased to 0.821, 0.78, and 0.86. This new algorithm enhances 

prediction accuracy and offers greater reliability. 

4. Conclusions  

In this paper, we begin by creating a K-means clustering model to group the samples. The 

K-means algorithm classifies the samples into high wind power, medium wind power, and low 

wind power. Subsequently, we construct a decision tree model to assess the importance of the 

indicators. Analysis results from examples demonstrate that the new algorithm's regression mean 

square error is below 3%, with an R2 value exceeding 0.78. When compared to the traditional 

Adaboost algorithm, the regression mean square error is reduced by a maximum of 2.671%, while 

the R2 is enhanced by a maximum of 0.135. The results indicate that this method has high accuracy 

in predicting wind power generation and is effective in practice. Therefore, this research 

demonstrates high feasibility and practicality. In the future, further exploration of the application 

scope of this method can be conducted, such as applying it to other renewable energy fields like 

solar power and hydro power. Additionally, combining this method with other machine learning 

algorithms can be attempted to improve prediction accuracy. Furthermore, the use of deep learning 

models for wind power generation prediction can be considered to further enhance prediction 

precision. Overall, this research provides a new approach for the renewable energy field with broad 

prospects for application. 
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