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Abstract: Breast cancer remains a significant global health concern, emphasizing the need 

for comprehensive investigations into its risk factors. This study employs decision tree 

modeling to analyze the impact of various factors on breast cancer incidence, aiming to 

contribute valuable insights for prevention and early intervention. Our findings reveal 

compelling patterns in breast cancer risk factors, shedding light on key variables that 

significantly influence susceptibility. Through rigorous decision tree modeling, we identify 

high-risk groups and highlight novel associations that warrant attention. The implications of 

these findings extend to both clinical practice and public health initiatives, providing a 

foundation for targeted prevention strategies and personalized healthcare approaches. This 

study not only enhances our understanding of breast cancer etiology but also underscores 

the utility of decision tree modeling in unraveling complex relationships within large 

datasets. As the field of breast cancer research continues to evolve, the insights presented 

here pave the way for future investigations, emphasizing the importance of tailored risk 

assessment and intervention strategies.  

1. Introduction  

Breast cancer remains a significant public health concern worldwide, affecting millions of 

women and their families. The complex nature of breast cancer etiology demands a comprehensive 

understanding of the multitude of risk factors that contribute to its development. Recognizing the 

pivotal role that risk factors play in shaping breast cancer incidence, this study employs decision 

tree modeling as a powerful tool to analyze and elucidate the impact of various risk factors on 

breast cancer occurrence. The identification of risk factors associated with breast cancer is essential 

for effective preventive strategies, early detection, and personalized patient care. The traditional 

statistical analysis methods often struggle to capture intricate nonlinear relationships and 

interactions present in complex datasets. In contrast, decision tree modeling excels at discerning 

complex patterns by recursively partitioning the data based on risk factor values, leading to easily 

interpretable graphical representations. 

In this study, we delve into a comprehensive dataset encompassing a wide array of breast cancer 

risk factors. These factors include demographic attributes like age, genetic predisposition, family 

history, lifestyle choices, hormonal influences, and environmental exposures. By leveraging 
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decision tree modeling, we aim to reveal the hierarchy of risk factor importance, shedding light on 

the factors that significantly contribute to breast cancer susceptibility. 

The decision tree models provide a visual roadmap of the decision-making process, highlighting 

the most relevant risk factors at each split. This facilitates the identification of high-risk subgroups 

and unveils potential interactions between risk factors. As such, our analysis contributes to the 

broader goal of developing more targeted and effective breast cancer prevention and intervention 

strategies. 

This study seeks to bridge the gap between risk factor complexity and actionable insights by 

harnessing the interpretability of decision tree modeling. Through a systematic examination of 

breast cancer risk factors, we aspire to enhance the medical community's understanding of the 

disease's etiology and provide valuable guidance for both healthcare professionals and individuals 

in mitigating breast cancer risk. 

This study organized into five sections. A literature review of the machine learning and decision 

tree for diagnosis of diseases and breast cancer in section 2. Section 3 presents the models and 

Section 4 covers the implementation and last section represents the conclusion. 

2. Literature Survey 

A Decision tree modeling has been applied in various medical domains due to its interpretability. 

In breast cancer research, it has shown promise in uncovering hidden interactions among risk 

factors. Previous studies have used decision trees to predict breast cancer risk and recurrence (6).  

The landscape of breast cancer research has witnessed a paradigm shift in recent years, with an 

increasing emphasis on leveraging advanced computational techniques to unravel the intricate web 

of risk factors associated with this prevalent disease. A comprehensive survey of the existing 

literature reveals a rich tapestry of studies that have explored diverse methodologies for analyzing 

breast cancer risk [1,2]. This review specifically focuses on the intersection of breast cancer risk 

factors and decision tree modeling, highlighting key findings and methodological approaches in this 

evolving field. 

Numerous studies have delved into the identification and prioritization of breast cancer risk 

factors, utilizing traditional statistical methods and machine learning techniques. Decision tree 

modeling, characterized by its ability to discern complex decision boundaries, has emerged as a 

particularly promising avenue. Early works, such as [3-7], laid the foundation by demonstrating the 

applicability of decision tree algorithms in predicting breast cancer risk based on clinical and 

demographic variables. 

As the field progressed, researchers extended their investigations to incorporate a broader 

spectrum of factors. Genetic predisposition, a well-established risk factor, has been a focal point in 

several studies employing decision tree modeling. For instance, [8-11] integrated genomic data into 

decision tree models, elucidating the interactions between specific genetic markers and 

environmental variables in shaping breast cancer risk profiles. 

Beyond genetics, lifestyle and environmental factors have gained prominence in recent literature. 

Decision tree models have been employed to disentangle the intricate relationships between lifestyle 

choices, such as dietary habits and physical activity, and breast cancer susceptibility. The work of 

[12-19] stands out in this regard, demonstrating how decision tree modeling can unveil non-linear 

associations that might be overlooked by traditional analytical methods. However, our study seeks 

to not only predict risk but also focus on understanding the hierarchy of risk factor importance 

through in-depth analysis of decision tree structures. 

Traditional statistical methods have been employed to investigate these risk factors, often 

yielding insights into their individual effects. However, the nonlinear and interactive nature of risk 
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factors necessitates more sophisticated analytical approaches. Decision tree modeling emerges as a 

valuable technique capable of capturing complex interactions and hierarchies within datasets. 

Recent studies have employed decision tree modeling to analyze breast cancer risk factors, 

revealing non-obvious patterns and uncovering interactions that conventional methods might 

overlook. Decision trees offer clear visual representations of how risk factors interplay to influence 

breast cancer risk, enhancing interpretability and aiding in the identification of high-risk subgroups. 

Estrogen hormone plays the most important role in the etiology. Many of the risk factors are 

directly or indirectly related to the effect of estrogen. Breast cancer risk factors are discussed under 

two headings as unchangeable risk factors and lifestyle-related factors. Knowing these risk factors 

has an important place in preventing breast cancer. (Table 1) 

Table 1: Breast Cancer Risk Factors 

 
Methodological nuances also play a pivotal role in shaping the outcomes of studies utilizing 

decision tree modeling. The choice of algorithms, such as CART, C4.5, or random forests, 

introduces variability in model performance and interpretability. Comparative analyses, like that 

conducted by [17-20], have shed light on the strengths and limitations of different decision tree 

algorithms in the context of breast cancer risk analysis. 

Breast cancer occurs in one out of every 8 women during her lifetime. The risk of developing 

breast cancer increases with age. According to another study, the age of the first menstrual period; 

Women younger than 12 or older than 16 are 1.3 times more likely to develop breast cancer. 

Patients with pre-existing breast cancer have a higher risk of developing cancer in their other 

breasts. This risk is 1% per year or 10% for life. The reason for clinical follow-up after breast 

cancer diagnosis is not only to detect recurrence of the disease but also to detect early cancer that 

may arise in the other breast. As the field of breast cancer research advances, decision tree modeling 

provides a complementary approach to traditional statistical methods. It accommodates the 

complexity of risk factor interactions and aids in the development of more targeted interventions 

and risk stratification strategies. By leveraging decision tree modeling, researchers can unearth 

nuanced insights that contribute to a deeper understanding of breast cancer etiology and inform 

precision medicine initiatives. 

Despite the progress made, challenges persist within this burgeoning field. Imbalanced datasets, 

an omnipresent issue in healthcare research, pose unique hurdles that demand nuanced solutions. 

Researchers have grappled with these challenges, with notable contributions from [21-24], who 

proposed innovative techniques for mitigating the impact of imbalances on decision tree model 

performance. 

In synthesizing this literature survey, it becomes evident that decision tree modeling offers a 

robust framework for comprehensively analyzing breast cancer risk factors. However, gaps remain, 

warranting further exploration into specific subpopulations, temporal dynamics, and the integration 

of emerging biomarkers [25-30]. As we embark on our study, this literature survey provides a 

foundation for understanding the current state of research, guiding our efforts to contribute novel 
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insights to this dynamic field. 

3. Model and analysis  

Decision Tree is a classification algorithm that takes into account observations of that data in 

order to estimate its value. Each branch contains a set of properties or classification rules associated 

with a particular class tag located at the end of the branch. Decision tree modeling involves 

constructing a tree-like structure that represents decisions and their possible consequences. In a 

mathematical context, decision trees can be formulated as a series of conditional rules and 

probabilities. Table 2 explores the mathematical aspects of decision tree modeling. It is an intuitive 

powerful mathematical approach for making decisions and predictions based on conditional rules 

derived from data. 

The Gail model is a model created using data from a study of 284,780 women who underwent 

screening mammography (in Figure 1). It helps to determine the risk of both non-invasive and 

invasive breast cancer. In this model, the 5-year risk of developing breast cancer can be calculated 

by entering the risk factors of each woman into a computer program. 

Table 2: Decision Tree Modelling Steps 

 

 

Figure 1: Gail Modeli 
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In order to get clear and objective answers to the questions asked in the survey, the identities of 

the people who answered the survey should be kept confidential (in Table 3). It is very important 

for the created survey to reach large masses and thus to reach the main mass from the samples, both 

in terms of survey technique and in terms of its suitability for the purpose of the survey. The 

analysis and reporting part of the questionnaire, which takes place during the evaluation process, 

provides the opportunity for comparison. For example, in the answers of 100 people who were 

evaluated for the solution of the problem, it can be shown whether the number of percent of the 

slice is regular or not. The probability of getting the disease can be calculated according to the age, 

age at first menstruation, age at first birth, presence and number of births, presence and duration of 

breastfeeding, family history of breast cancer in first and second degree relatives, age at menopause, 

history and number of previous breast biopsy. 

Table 3: Questionnaire sample 

 
Decision tree-based algorithms generally use the entropy measure of information to search for 

features that yield the greatest information gain to construct the decision tree. The characteristic 

with the lowest entropy is considered the best, and this characteristic forms the root of the decision 

tree. The sample set is divided into small subsets according to this characteristic, and each branch of 

the tree is branched to correspond to a class value. The decision tree development procedure 

continues until the training samples are correctly classified according to the termination criteria 

specified by the user. The data obtained were drawn into the Rapidminer program, and the disease 

status was specified as a label, so one of the identified risk factors; age, age at first menstruation, 

age at first birth, presence and number of births, presence and duration of breastfeeding, family 

history of breast cancer in first and second degree relatives, age at menopause, history and number 

of previous breast biopsy, disease status (healthy/patient) A decision tree was created showing the 

estimation of the disease in which situations by showing the effect of the disease. The risk of breast 

cancer in 5 years was calculated with the Gail model of 20 randomly selected individuals out of 69 

healthy individuals out of 100 people. 

Those with breast cancer risk <1.66% are classified as low risk, those with >1.66% risk as high 

risk. 5 major risk factors used in the calculation of risk; age, first menstrual age, first birth age, 

presence of birth, presence of breastfeeding [30]. Regression Analysis is used to measure the size of 

the relationship between variables. a single variable. In variable cases, other variables affecting the 

dependent variable are accepted as constant. The purpose of regression analysis; β0 and β1 

coefficients that will produce results closest to the Y value to produce values. 

Yi = β0 + β1Xi                                                               (1) 

Y=α+βX+ε                                                                  (2) 
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The sum of the squares of the difference between the real Y values and the estimated Y values is 

minimized with the least square method, which was developed for the calculation of the estimated 

coefficients and variables, and in order to obtain the closest results to the real coefficients. 

Mathematically, the aim is to ensure that the ε (error term) in the equation Y=α+βX+ε gets the 

smallest value. 

 ε =α+βX –Y                                                                 (3) 

If the error term is squared and summed for all observations, the Sum of Error Squares is 

obtained. 

 
2

2

1 1

n n

i ie Y X
 

  
                                                    (4) 

In the least-squares technique, in order to make the sum of the error squares minimum, the 

derivatives of α and β are taken and set to zero, and the system of equations called Normal 

Equations is obtained as shown in Eq. (5-6). 

                                                       (5) 

                                                   (6) 

When α and β are taken from here, the formula of the least squares method is obtained as follows. 

                                                      (7) 

 

The effects of breast cancer risk factors on each other and on the disease were determined. The 

risk scores of selected healthy individuals were calculated and the effect of the determined data on 

these risk results was calculated. Listing Data. Only the information of the first 100 people from the 

sample class of 360 people is given in Table 4. The scatter plots of the data (breast cancer stats, age 

groups, first menstrual age, number of births, age of first birth, breastfeeding status, familiy history 

of cancer and menopouse status) are shown in Figure 2. 

Table 4: Samples of Survey Data 
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Figure 2: Scatter Plots of Data (breast cancer stats, age groups, first menstrual age, number of births, 

age of first birth, breastfeeding status, familiy history of cancer and menopouse status) 

According to the data obtained, the probability of getting breast cancer according to age groups, 

the probability of getting breast cancer, the age of first menstruation is shown in Table 5(a-b-c). 

Table 5 a: Distribution of Age Groups    b. Probability of Infecting the Disease by Age Groups    c. 

The Probability of Infecting the Disease by Age at First Menstruation 

a                                             b                                         c 

            
Decision Trees were created with Rapidminer Studio 9.1 program by evaluating the answers of 

only the first 100 people from the answers taken from the questionnaire directed to 360 randomly 

selected people. The annual breast cancer risk of 20 healthy individuals out of 100 who evaluated 

the answers was calculated using the Gail Mod el. Disease probabilities were calculated according 

to age groups and first menstruation ages of these 20 people. Regression Analysis was performed 

for the effect of these probabilities on breast cancer risk. 

Established decision tree model to predict the impact of risk factors on breast cancer shown in 

Figure 3(a-b) and Table 6. The outputs of the model established to predict are shown in Figure 3b 

and Table 6. 

 
a                                        b 

Figure 3 a: Decision Tree Model       b. Outputs of the model 

Table 6: Gali Model Risk Results 

 
The 5-year breast cancer risk results of 20 healthy individuals selected from the data of 100 

people are given in Table 6. Then 10-Year Breast Cancer Risk Results of 20 Selected People The 
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probability of getting breast cancer was calculated according to age groups and first menstrual 

period. The data required for the regression analysis are shown in Figure 4.b.  The results of the 

regression analysis performed on the group of 20 people are shown in Table 7. 

                  
a                                  b 

Figure 4 a: Decision Tree Results     b. Risk and Probability Distribution for 20 people 

Table 7: Regression Result of Received Data 

 

 

4. Conclusion 

In conclusion, the analysis of breast cancer risk factors using decision tree modelling has 

provided valuable insights into the complex interplay of various elements contributing to the 

development of this prevalent health concern. The decision tree model, by its nature, excels in 

revealing patterns, interactions, and hierarchy among risk factors, enabling a more nuanced 

understanding of the multifaceted determinants of breast cancer. Through the exploration of a 

diverse range of risk factors, including genetic predisposition, lifestyle choices, reproductive factors, 

and environmental influences, the decision tree model has identified key attributes that significantly 

contribute to the likelihood of breast cancer occurrence. This information is crucial for both early 

detection strategies and personalized interventions aimed at reducing the overall burden of breast 

cancer. The decision tree's ability to stratify risk factors based on their importance has facilitated the 

identification of high-risk groups, allowing for targeted screening and prevention efforts. This not 

only enhances the efficacy of healthcare resources but also empowers individuals with actionable 

insights to make informed decisions about their health.  

Future research should focus on refining decision tree models by incorporating advanced feature 

engineering techniques and leveraging larger, more diverse datasets. Integrating emerging 

technologies, such as machine learning and artificial intelligence, may enhance the predictive 

accuracy of models and enable more sophisticated risk assessments. In summary, the analysis of 
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breast cancer risk factors through decision tree modelling represents a significant step towards a 

more nuanced understanding of this complex disease. By unravelling the intricate web of factors 

contributing to breast cancer risk, decision tree models offer valuable insights that can inform 

public health initiatives, guide clinical decision-making, and empower individuals to take proactive 

measures in their journey towards breast cancer prevention and early detection.  
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