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Abstract: With the development of science and technology, radar recognition has gradually 

entered our lives. With the introduction of deep learning technology in the field of radar 

recognition, with its strong automatic feature learning ability and end-to-end processing 

advantages, its recognition accuracy has been further improved. Based on this, a radar 

recognition system based on XG-Boost is proposed in this paper. The system was used to 

identify five different materials: air, books, hands, knives and plastic boxes. After a series of 

experiments, it is found that the recognition accuracy of XG-Boost algorithm is as high as 

97.8%, which is higher than the 96.4% of SVC algorithm and 92.8% of GaussianNB 

algorithm. And the XG-Boost algorithm has achieved 100% recognition rate for air, books, 

hands and plastic boxes. There was only an error in the identification of the knife.   

1. Introduction 

Radar automatic target recognition technology refers to the technology that uses radar to emit 

electromagnetic waves to illuminate targets and analyze the obtained echoes to determine the type, 

model and attributes of the target[1]. 

In the 1950s, research on radar target recognition had already begun. In the early days, research 

on radar target characteristic signals mainly focused on the effective scattering cross-section area to 

evaluate the scattering performance of radar targets. However, since various types of targets have 

different shapes and properties, it is too simplistic to describe them by just using a unified effective 

scattering cross-section area, and cannot achieve effective identification of these targets[2]. For 

decades, with the continuous development of electromagnetic scattering theory and the continuous 

advancement of radar technology, with the support of advanced modern signal processing technology, 

many radar target characteristic signals with identification potential have been discovered. This lays 

the foundation for establishing corresponding target recognition theory and technology. 

In recent years, with the introduction of deep learning technology in the field of radar target 

recognition, this field has achieved rapid development with its powerful automatic feature learning 

capabilities and end-to-end processing advantages. A typical radar target recognition method is 

divided into a training stage and a working stage. The training phase is mostly completed offline, and 

mainly includes data acquisition, preprocessing, feature extraction and classifier training steps. The 

work phase is performed online, including data acquisition, preprocessing, feature extraction and 

classification decision-making steps, and finally outputs the category attributes of the target. This 

article proposes a radar identification system based on XG-Boost, which can better identify and 
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classify items[3].  

2. Classification algorithm 

2.1 XG-Boost algorithm 

XG-Boost, proposed by Chen Tianqi in 2016, stands as a gradient boosting tree algorithm. Its 

foundational principle lies in the minimization of the second-order Taylor expansion of the loss 

function to determine optimal split points and leaf node outputs in the context of regression trees, 

thereby refining the model. In tandem, XG-Boost incorporates regularization terms, including the 

count of subtrees and values assigned to leaf nodes, within the loss function, presenting a holistic 

consideration of model complexity[4]. Regarding computational efficiency, XG-Boost markedly 

enhances its modeling efficiency through distinctive strategies such as approximating regression tree 

bifurcation points, parallelizing sub-node computations, and leveraging second-order convergence. 

These attributes collectively contribute to its superior efficiency relative to conventional Gradient 

Boosting Decision Trees (GBDT) methodologies. The objective function expression for this model 

is[5]:  
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The objective function consists of two parts, the first part is the loss function, and the second part 

is the regularization term. The regularization term is obtained by adding the regularization terms of 

K-trees. 

XG-Boost model optimization does not directly optimize the entire objective function, but 

optimizes the objective function step by step, first optimizing the first tree, then optimizing the second 

tree, and until the last tree[6]. The available mathematical formula is expressed as: 
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For the regularization of a tree, it can be expressed as a mathematical formula: 
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For a tree with T leaf nodes, the values of these T leaf nodes form a T-dimensional vector w. 

Among them, the mapping function q(x) maps the sample to a leaf node from 1 to T, which actually 

represents the structure of the CART tree. Therefore, ωq(x) naturally represents the predicted value 

of the tree for sample x. Then the regularization term of XG-BOOST is as follows: 
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The parameters γ and λ can be adjusted and configured based on the specific situation. A larger 

value of γ indicates a preference for obtaining trees with simpler structures, implying a higher penalty 

for trees with a greater number of leaf nodes. Similarly, a larger value of λ also signifies a preference 

for simpler tree structures[7]. 
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2.2 Support Vector Classification (SVC) algorithm  

SVM is a two-category classifier that only supports two categories of classification. However, in 

some cases, multiple SVM can be connected in series to achieve multi-classification purposes[8]. SVC 

is a special case of SVM, which is mainly used to solve classification problems. In classification 

problems, the goal of SVC is to find a hyperplane that splits the data into two categories, and this 

hyperplane maximizes the distance between the two categories. At the same time, the conditions for 

correct classification are ensured. In practical applications, model performance can be optimized by 

using different kernel functions, adjusting regularization parameters, etc. SVC performs well in 

processing high-dimensional data and complex decision boundary problems, but it may require more 

computing resources for large-scale data sets and high-dimensional features. 

For linearly separable cases, the classification hyperplane can be defined as[9]: 
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If the input sample value x belongs to the negative class, f (x) < 0; otherwise, when the input 

sample value x belongs to the positive class,, then f (x) ≥ 0[10]. 
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In the above formula, W represents the weight coefficient vector of the classification surface; b is 

the domain value of the classification. W·X represents the inner product of W and /‖W‖, and the sum 

of the minimum distances of the two types of samples to the hyperplane 2/‖W‖ is the largest. Therefore, 

the optimal hyperplane should satisfy the following constraints: 
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Next, assuming that a* is the optimal solution of a, and then w* and b* are the optimal solutions 

of W and b respectively, the following system of equations can be listed： 
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In the above system of equations, w* represents the weight, ai*represents the optimal Lagrangian 

coefficient, and b* is the optimal threshold. Solving the system of equations, the optimal classification 

decision function can be obtained: 
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The function sgn(⋅), known as the sign function, returns 1 for positive numbers, -1 for negative 

numbers, and 0 for zero. It is employed to determine the classification of samples, assigning them to 

different categories based on their sign[11]. 

2.3 GaussianNB algorithm 

In this paper, GaussianNB is used as the comparison algorithm. GaussianNB is a variant of the 

Naive Bayes algorithm, specifically suitable for situations where the features are continuous variables 

and conform to the Gaussian distribution. In this algorithm, each feature is assumed to be normally 

distributed under a given category. Classification predictions are made by calculating the mean and 

variance of each feature in each category, i.e., the parameters of the model. The parameter estimation 
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stage involves calculating the mean and variance of each feature, while in the classification prediction 

stage, the posterior probability of each category is calculated through the Gaussian probability density 

function, thereby selecting the category with the largest posterior probability as the classification 

result of the sample. The algorithm flow is shown in Figure 1.GaussianNB performs well in handling 

classification problems of continuous features, and is especially suitable for scenarios where data 

obeys a normal distribution. 

 

Figure 1: GaussianNB algorithm flow chart 

3. Experimental process and results 

In order to ensure the accuracy of the experimental results, we need to perceive the object at a 

certain distance and incident angle. Since the reflection and emission characteristics of different 

materials will affect the intensity of the received radar signal, there are multiple overlapping reflected 

signals at the same time, thereby increasing the discernibility and reliability of the signal. This article 

uses five objects of different materials for experiments: air, books, hands, knives and plastic boxes. 

The radar is used to transmit and receive these objects, and then the received signals are processed, 

and the curves of the maximum cross-section, minimum cross-section and average cross-section of 

each object are obtained, as shown in Figure 2. 

 

Figure 2: Features of each signal after normalization 

After that, we conduct a series of experiments on the data processed as above. XG-Boost was 

compared with the other two algorithms and found to have higher recognition accuracy. The overall 

recognition accuracy is shown in table 1. It can be seen from the table that the recognition accuracy 
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of XG-Boost algorithm is higher than SVC algorithm and GaussianNB algorithm. At the same time, 

in order to display the experimental results more intuitively, a confusion matrix is introduced to show 

its recognition accuracy. The abscissa and ordinate respectively represent the five objects to be 

classified: air, books, hands, knives, and plastic boxes. The data in the matrix represents the 

recognition accuracy, and the darker the color in the diagonal grid, the higher the recognition accuracy. 

Table 1: Accuracy of each classifier 

 Accuracy Error 

XG-Boost 97.8% 2.3% 

Support Vector Classification  96.4% 3.6% 

GaussianNB 92.8% 7.2% 

Figure 3 shows the Gaussian NB classification results. Although its comprehensive accuracy 

reaches 92.8%. However, it is not difficult to see from the confusion matrix that the accuracy of this 

algorithm when identifying books is low, only 75%. There are also certain errors on knives with metal 

materials, and the recognition accuracy is only 89%. 

 

Figure 3: Results of GaussianNB algorithm 

Next, the SVC algorithm is used to classify it. The confusion matrix of the classification result is 

shown in Figure 4, and its comprehensive accuracy also rises to 96.4%. And compared with the 

Gaussian NB algorithm, its recognition rate for books reaches 100%. However, its knife recognition 

rate is only 78%, which is far lower than Gaussian NB's 89%. 

 

Figure 4: Results of SVC algorithm 

Finally, the XG-Boost algorithm proposed in this paper was tested, and the confusion matrix for 

its classification results is shown in Figure 5. The overall accuracy reached 97.8%. Moreover, the 

recognition accuracy for four objects—air, books, hands, and plastic boxes—reached 100%. There 
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were some errors in the identification of knives, with an accuracy rate of 89%. Thus, it can be inferred 

that the XG-Boost algorithm significantly improves the accuracy of radar recognition. 

 

Figure 5: Results of XG-Boost algorithm 

4. Conclusions 

In this paper, we introduce some deep learning algorithms to improve the accuracy of radar 

recognition and classification, and verify them through a series of experiments. The experiment 

proves that the combination of deep learning and radar recognition classification is a stable and 

reliable classification method, in which XG-Boost algorithm shows obvious advantages. With the 

further development of technology, radar identification and classification systems will be more and 

more widely used in daily life, such as transportation, industrial manufacturing, medical treatment, 

meteorology and so on. However, there are also some areas that need to be improved, such as when 

identifying some items with metal, its recognition accuracy will decline, and it can not reach 100% 

recognition accuracy. Therefore, in the future, we can consider using the fusion of multiple algorithms 

to further improve the accuracy. 
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